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INTRODUCTION 

Systems of linear equations appear in many problems in Science, technology and engineering. The 

search for the most convenient solution technique to a system of linear equations has been going 

on for a long time, given the significant role these problems play in various fields of study. A 

system of equations is a set or collection of equations solved together. The collection of linear 

equations is termed a system of linear equations. They are often based on some set of variables. 

Various methods have been evolved to solve linear equations, but the best method is yet to be 

proposed for solving the system of linear equations (Jamil, 2012). Different mathematicians 
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ABSTRACT 

We considered Gaussian Elimination and inversion techniques for solving systems of linear 

equations. These equations feature predominantly in Science, Engineering and the social 

sciences. Both methods use specific matrix operations (elementary row operations) to obtain 

exact solutions to systems of equations. A review of the methods was presented, and an efficient, 

reliable and dependable technique was proposed to enhance effective teaching and learning of 

Mathematics. The comparison was made based on the number of operations visas versus the 

number of variables. The paper concludes that Gaussian Elimination was significantly more 

efficient and reliable when the number of variables increased. 
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propose various methods in search of speed and accuracy. However, speed is essential for solving 

linear equations with large computation volumes. Jeremy et al. (1996). 

Methods of solution to a system of linear equations are divided into two categories. Direct 

and Indirect. Many researchers have investigated the solutions of systems of linear equations 

through direct and indirect methods (Dass & Rama, 2010; Dafchahi, 2010). Systems of linear 

equations exist in many areas, either directly in modelling physical situations or indirectly in the 

numerical solutions of other mathematical models. The application of systems of linear equations 

occurs in virtually all areas of the Physical, Biological and Social Sciences. Linear systems are at 

the heart of numerical solutions to optimization problems, systems of non-linear equations, partial 

differential equations, etc. 

Given a system of linear equations 

𝑎11𝑥1 𝑎12𝑥2 … 𝑎1𝑛𝑥𝑛 = 𝑏1
𝑎21𝑥1 𝑎22𝑥2 … 𝑎2𝑛𝑥𝑛 = 𝑏2
⋮

𝑎𝑛1𝑥1

⋮
𝑎𝑛2𝑥2

…
⋯

⋮          ⋮ ⋮
𝑎𝑛𝑛𝑥𝑛 = 𝑏𝑛

 

Where 𝑨 = (

𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎2𝑛
⋮
𝑎𝑛1

⋮
𝑎𝑛2

…
…

⋮
𝑎𝑛𝑛

) ,𝑿 = (

𝑥1
𝑥2
⋮
𝑥𝑛

)  𝑎𝑛𝑑 𝒃 = (

𝑏1
𝑏2
⋮
𝑏𝑛

) 

A is the matrix of coefficient, 𝑿  is the matrix of unknown, and 𝒃 is the matrix of the constant 

associated with each of the sets in the linear system. 

The system can be represented as  

𝑨𝑿 = 𝒃          (1) 

The solution to (1) has played a significant role in a wide area of mathematics. These solutions are 

obtained either by analytical techniques or numerical procedures. Matrix analysis has played a 

significant role in solving (1). These include using the crammers' rule, Gaussian Elimination, 

inversion technique, and LU factorization. A search for an appropriate, practical teaching and 

learning method must be considered, given the decline in student performance in mathematics and 
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other science and engineering fields. Many researchers have sought an appropriate technique by 

comparing different methods of solution (Thirumurugan, 2014).  

Smith and Powell (2011) presented an alternative method to Gauss-Jordan Elimination. A 

modification was proposed in their work, and a few limitations were listed. Yadanar et al. (2014) 

compared the performance of Gaussian Elimination and the Gauss-Jordan method. Suriya et al. 

(2015) compared two direct methods, Gaussian elimination and Gauss Jordan method. Their work 

analyzed the performance of each method on the basis of execution time. Ogunlade (2018) studied 

three iterative methods: Successive-Over Relaxation, the Gauss-Seidel and the Jacobi technique. 

Number of iteration and storage were used as bases for comparison. The work concluded that 

successive-over relaxation method could be considered more efficient out of the three iterative 

methods considered. Haoyu et al. (2021) studied three direct methods for solving systems of linear 

equation. In their work, advantages and disadvantages of each of variable elimination, Gaussian 

elimination and Cramer’s rule were presented. 

We present Gaussian Elimination and the matrix inversion techniques as reliable tools for 

solving systems of linear equations for enhanced teaching and learning of Mathematics. These two 

methods are based on specific operations on certain matrices, thereby presenting is a common 

ground for comparison. depend on elementary row operations on the augment 

PROPOSITION 

Inversion Technique      (Larson & Falvo, 2009)) 

The proposed solution is based on the procedure below: 

Given the system 𝐴𝑋 = 𝑏 where 𝐴−1, the inverse of the matrix A exist,  

multiplying (1) by 𝐴−1, we have 𝐴−1𝐴𝑋 = 𝐴−1𝑏   ( by associativity of matrix multiplication) 

𝐼𝑋 = 𝐴−1𝑏    

𝑋 = 𝐴−1𝑏 = 𝐾           (2)  

(

𝑥1
𝑥2
⋮
𝑥𝑛

) = (

𝑘1
𝑘2
⋮
𝑘𝑛

) 
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Gaussian Elimination 

Gaussian Elimination is the systematic application of elementary row operations in a system of 

equations. It converts the linear system of equations to upper triangular form, from which the 

solution of an equation is determined. Gaussian Elimination is summarized in the steps mentioned 

below: 

i. An augmented matrix must be written for the system of linear equations. 

ii. Transform A to upper triangular form using row operations on (𝐴|𝐵). Diagonal 

elements may not be zero. 

iii. Use back substitution to find the solution to the unknowns. 

 

𝑎11𝑥1 𝑎12𝑥2 … 𝑎1𝑛𝑥𝑛 = 𝑏1
𝑎21𝑥1 𝑎22𝑥2 … 𝑎2𝑛𝑥𝑛 = 𝑏2
⋮

𝑎𝑛1𝑥1

⋮
𝑎𝑛2𝑥2

…
⋯

⋮          ⋮ ⋮
𝑎𝑛𝑛𝑥𝑛 = 𝑏𝑛

⇒  (

𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎2𝑛
⋮
𝑎𝑛1

⋮
𝑎𝑛2

…
…

⋮
𝑎𝑛𝑛

)(

𝑥1
𝑥2
⋮
𝑥𝑛

) = (

𝑏1
𝑏2
⋮
𝑏𝑛

) 

We obtain an augmented matrix (𝐴|𝑏. ) 

(

𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎2𝑛
⋮
𝑎𝑛1

⋮
𝑎𝑛2

…
…

⋮
𝑎𝑛𝑛

|

𝑏1
𝑏2
⋮
𝑏𝑛

) 

Using elementary operation, we reduce the augmented matrix to an upper triangular matrix below,  

(

 
 

𝑎11 𝑎12 𝑎13 … 𝑎1𝑛
0
0

𝑎22 𝑎23
0 𝑎33

… 𝑎2𝑛

⋮
0

⋮
0 0

…
…

⋮
𝑎𝑛𝑛

|
|

𝑎1(𝑛+1)
𝑎2(𝑛+1)
𝑎3(𝑛+1)
⋮

𝑎𝑛(𝑛+1))

 
 

 

(

 
 

(

 
 

𝑎11 𝑎12 𝑎13 … 𝑎1𝑛
0
0

𝑎22 𝑎23
0 𝑎33

… 𝑎2𝑛

⋮
0

⋮
0 0

…
…

⋮
𝑎𝑛𝑛)

 
 

(

 
 

𝑥1
𝑥2
𝑥3
⋮
𝑥𝑛)

 
 
=|
|

𝑎1(𝑛+1)
𝑎2(𝑛+1)
𝑎3(𝑛+1)
⋮

𝑎𝑛(𝑛+1))

 
 

 

 



[NIJOSTAM Vol. 2(1) January, 2024, pp. 56-62. www.nijostam.org] 

 
60 

 

Table 1: Comparison through the number of operations 

Number of variables Number of operations 

Inversion Technique Gaussian Elimination 

2 2 3 

3 8 5 

4 12 7 

5 18 11 

6 26 17 

 

Theoretical examples 

3𝑥 –  3𝑦 +  4𝑧 =  6
2𝑥 − 3𝑦 +  4𝑥 =  5
 −𝑦 +  𝑧 =  1

⇒ ((
3 −3 4
2 −3 4
0 −1 1

) (
𝑥
𝑦
𝑧
)|
6
5
1
) 

Using inversion technique: 

{
3 −3 4
2 −3 4
0 −1 1

|
1 0 0
  0  1 0
0 0 1

}~
1

  3
𝑅1 {

1 −1
4
3

2 −3 4
0 −1 1

|

1
3 0 0

0 1 0
0 0 1

}~
𝑅2 − 2𝑅1

{
 

 1 −1
4
3

0 −1
4
3

0 −1 1

||

1
3 0 0

−
2
3 1 0

0 0 1}
 

 

 

 

~
  −𝑅2

{
 

 1 −1
4
3

0 1 −
4
3

0 −1 1

||−

1
3 0 0

2
3 −1 0

0 0 1}
 

 

~

𝑅1  + 𝑅2

𝑅3  + 𝑅2
{
 

 
1 0 0

0 1 −
4
3

0 0 −
1
3

||

1 −1 0
2
3 −1 1

2
3 −1 1}

 

 

 

~
−3𝑅3

{

1 0 0

0 1 −
4
3

0 0 1

|

1 −1 0
2
3 −1 1

2 3 −3

}~    𝑅2 +
4

3
𝑅3

−3𝑅3

{
1 0 0
0 1 0
0 0 1

|
1 −1 0
−2 3 −4
−2 3 −3

} 

Therefore: A- 1= [
1 −1 0
−2 3 −4
−2 3 −3

] 

ℎ𝑒𝑛𝑐𝑒, (
𝑥
𝑦
𝑧
) = [

1 −1 0
−2 3 −4
−2 3 −3

] × (
6
5
1
) = (

1
−1
0
) 
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Using Gaussian Elimination 

3𝑥 –  3𝑦 +  4𝑧 =  6
2𝑥 − 3𝑦 +  4𝑥 =  5
 −𝑦 +  𝑧 =  1

⇒ ((
3 −3 4
2 −3 4
0 −1 1

) (
𝑥
𝑦
𝑧
)|
6
5
1
) 

(
3 −3 4
2 −3 4
0 −1 1

|
6
5
1
) ⇒ 𝑅2 −

2

3
𝑅1 (

3 −3 4
0 −1 4

3

0 −1 1

|
6
1
1
) ⇒ 𝑅3 − 𝑅2(

3 −3 4
0 −1 4

3

0 0 −1
3

|
6
1
0
) 

Applying back substitution,  

𝑧 = 0,−𝑦 +
4

3
(0) = 1,⇒  𝑦 = −1,  

3𝑥 − 3(−1) + 4(0) = 6,⇒  𝑥 = 1 

CONCLUSION 

In this paper, a comparison was made between two matrix-based techniques for solving a system 

of linear equations. The Gaussian elimination technique was observed to be the most efficient and 

requires less effort when the elementary operations are correctly understood. Although the 

inversion technique was efficient with two variables, the technique is more cumbersome as the 

number of variables increases. This comparison was done based on the number of operations to 

determine efficiency. The work may be extended to involve using computer algorithms to solve 

the system in order to determine efficiency based on time and memory requirement. It is hoped 

that teaching and learning of systems of linear equations will be enhanced if the appropriate 

technique is used. This will go a long way to stimulating interest and encouraging learning. 
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